BSU [Un]wired: an Installation Interpreting 
Wireless Activity

Jesse Allison, Faculty Research Fellow: IDIAA, Ball State University (jtallison@bsu.edu)

John Fillwalk, Director: IDIAA, Ball State University (jfillwalk@bsu.edu)

Keith Kothman, Associate Professor: Music Technology, Ball State University (kkothman@bsu.edu)

Philip Repp, Vice President: Information Technology, Ball State University (prepp@bsu.edu)

Abstract: The first iteration of the BSU Interactive Wireless Sculpture Project was an interpretation of wireless 802.11 network activity.  It served to translate virtual traffic of a wireless network into a tangible manifestation in a physical, sonic, and visual experience.  In this first iteration of the installation, the activity was collected both in real-time and in a historical database - represented through a video interpretation utilizing Apple's Motion (midi triggered output) and Cycling 74's Jitter and audio signal processing of random streaming internet radio stations using Tassman, MaxMSP, and iTunes.  Future iterations were set to improve the portability of the installation, explore other methods of visual representation of data, and expand the frequency spectrum of wireless activity that can influence the installation. 

[un]wired

Interactive media installation by John Fillwalk, Jesse Allison, and Keith Kothman

Produced by Philip Repp, IT, Ball State University

The revised version of [un]wired is a live-processing installation that responds to interactions from any personal electronic radio frequency devices including mobile phone, WiFi, Bluetooth and car key fobs. It tracks in real-time statistical information from wireless "mesh" access points (designed for seamless handoff of moving wireless traffic, like a cell phone network), along with periodically updated information from handheld and wireless access points. Live 3D imagery is produced in Quest 3D software, with real-time animation controls based on usage statistics from the wireless network - interpreting data interactions. Animation is mixed with video produced in Jitter, for video output. Audio is produced using Internet radio feeds, Max/MSP, and Applied Acoustic's Tassman software (for physically modeled bell sounds). Control information is collected from network services via SQL into Max/MSP/Jitter. A data collection/routing computer sends information to the animation computer, video computer, and audio computer.

1.1 Project Overview 

The artists, Allison, Fillwalk and Kothman, co-developed the conceptual fabric encompassing the piece.  The Institute for Digital Intermedia Arts and Animation, Office of Information Technology, Music Technology, Art Department, and network administrators worked together to produce this interdisciplinary collaborative work. The first version, utilized the entire BSU wireless network on campus employing 5 computers split among data collection and dissemination, audio creation and processing, and video generation, the carillon in the Shafer Bell tower, 4 projectors, and participants who had an 802.11 enabled device. The work tracked the usage of the global university wireless network as well as users local to the installation that it interprets visually and aurally.    

Conceptually, the work explores the division of data into streams of discrete packets, transmitting them (unwired) and then recompiling them into cohesive units.  Audio content is developed from streaming radio stations.  Division of data is paralleled through granular synthesis of audio and particle generators in video.  (figure 1).  
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Figure 1: Detail of 1st installation of [Un]wired
The content of the work did not contain actual information gleaned from the wireless user’s sessions.  Although it is possible to grab text, images, and audio from the wireless stream, the artists avoided potential privacy issues and designed an automatic control of the content displayed without requiring a full time moderator.  

1.2 Physical Setup 

Five computers were used in this first iteration of the project.  One computer was used as a data hub to collect and process network information, then passing it along to the other computers.  Two computers were used for video.  The first ran Apple’s Motion software to create most of the visuals and then passed the video through a DV camera to the second video computer.  This second computer used Cycling ‘74’s Jitter to layer in the MAC addresses of current users and to divide it across two projectors.  The two video channels were alternated across four projection screens filling in the base of the Shafer Bell Tower.  One computer running Tassman, iTunes, Digital Performer 4, and MaxMSP generated the audio that was played at the base of the tower.  A final computer was used at a remote location to receive data and play the carillon at the top of the bell tower at appropriate times.

2.1 Data Gathering

Data was gleaned from the network in two distinct categories: historical/cumulative and immediate/local.  The entire BSU network was being polled every 5 minutes for cumulative data from 8 major regions across campus.  Each data collection, which consisted of number of logins, number of logouts, and number of current sessions, was given a time slice and stored in a database for later usage.  During the installation, this global data usage was polled every 5 minutes and the number of logins and logoffs was sent to the audio production computer to influence the level of activity in the audio, while the number of current users affected the particle generation for video. 

The immediate data consisted of polling the 4 Cisco access points in the immediate vicinity of the bell tower and collecting near real-time data usage information and signal strength, as well as the MAC hardware addresses of individual computers.  This information was used to: create a list of MAC hardware addresses to be displayed (in an abstracted fashion), find the number of users around a given access point, track local logins and logoffs, create a running average of data usage and signal strength, and track each individuals data usage and signal strength information.  (figure 2)
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Figure 2: Computer Layout for Installation

2.2 The Look of the Network

Video was generated dynamically in two phases by using a combination of Apple’s Motion and Cycling ’74’s Jitter. Motion generated three layers of content.  The background contained faint squares that faded in and out with an intensity based on global usage.  The lower third of the screen cycled through a set of particle generators that made streams of video as a visual analog to the global campus usage trends.  The foreground contained spinning square that were tied to individual users in the vicinity of the installation.  Every participant who logged onto the network around the installation generated a graphical square on screen.  Thereafter, their varying signal strength affected the opacity and cube size while the data usage affected the rotation of the square.  More active usage of the network made for more active objects on screen.  Control of the processes in Motion was achieved by translating the network data to various midi ranges and assigning controller information to object parameters.

The video from the first computer was output to a DV camera and transferred via FireWire directly into Jitter on a second computer.  The collected MAC addresses of the current wireless users was compiled and superimposed in a trio of scrolling texts across the center of the screen.  The video was then split in two and distributed alternately across four projectors at the base of the bell tower. (figure 3)

[image: image3.wmf]
Figure 3: Display setup under the Schafer bell tower

2.3 The Sound of the Network

The installation occurred underneath the Schafer Bell tower that has a carillon at its top.  Thematically, the carillon defined the sound of the rest of the piece, which was generated with a variety of means.  Source samples include randomly sampled streaming radio stations from iTunes piped through Soundflower into MaxMSP and stored in buffers for later processing.  Selection of radio stations in iTunes was automated via AppleScript in MaxMSP.  

These recorded sounds were used to excite physical models of plates and bells within Tassman that helped to tie them into the sonic world of the carillon in the Bell Tower above.  

3 Current and Future Directions

The work has recently been revised for a lengthy installation at the Ball State University Indianapolis Center.  To this end, the 5 computers needed for the first installation were paired down to a single G5 Quad.  The visualization was changed to represent the global data as a central fluctuating geometric form and the code was optimized for the computer’s graphics card, thus Jitter was able to do all of the rendering and Motion was no longer needed.  Audio was ported to MaxMSP leaving a single computer capable of handling the data, video, and audio.  A video camera was added to capture images of people viewing the installation and is displayed as the texture on the global data form.  

A second computer was added to host a radio receiver that is capable of tracking wireless activity in frequencies other than the 2.4Ghz range that 802.11 uses.  Currently, it has added the ability to trigger events with various keyless entry remotes.  The latest revision incorporates our recent research of the influence of activities involving Bluetooth and other wireless technologies.  Kiosks or locally distributed wireless devices could also be incorporated to bridge the technology divide for those who don’t have access to wireless technology.
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Figure 4: Participant influencing the installation.

The installation may also be refined to allow for interaction with web content that could expand the amount of influence a user has on the installation. Also, other modalities of interpreting the collected data visually and aurally, and more extensive use of the database of usage trends could be explored, including analyzing usage at different times of the day, year, etc.
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